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Modeling and Computer Simulation

Hybrid peptide—silicon model. The characteristic properties of HF treated Si(100) sedan
de-ionized water as described in the Manuscript effegtiealter into the definition of our hybrid
model which serves as the basis of our analysis and intetpetof the specificity of peptide
adhesion on these interfaces. We conclude that the key folater is the slowing down of the
oxidation process of the Si(100) surface, but for the adburading process its influence is rather
small (up to screening effects). In particular, we do noeetphat stable water layers form between
adsorbate and substrate. Our model contains all peptidesatehile the substrate is simplified and
consists only of atomic layers with surface specific atongingity. The substrate and its surface
structure itself is fixed and thus its energy is not considéneghe model. Therefore, the energy
of a single peptide with conformatiok (where dihedral backbone and side-chain angles are the
degrees of freedom) and interacting with the substratese/karface structure is characterized by

the Miller index(hkl), is generally written as

Si(hkl)
E(X) = Epep(X) + Esar2)- 1)
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Here,z = (z1,2,...,2y) is the perpendicular distance vector of Bllpeptide atoms from the
surface layer of the substrate. The effect of the surrognsatvent is implicitly contained in the
force field parameters.

The peptide is described by a simplified all-atom model,

Epep(X) = Eev(X) + Eioc(X) + Enb(X) + Ehp(x) (2)

which consists of intrinsic excluded volume repulsidfys between all atoms, a local potential
Ejoc Which represents the interaction among neighboring NH ando@®al charges, hydrogen
bonding energyEn,, and the interaction between hydrophobic side chdiiag, The individual
contributions in Eq. (2) have been described in detail diezal—3

Table 1: Atomic van der Waals radii = 0s;, 0; and energy depths= &g;, & used in the simula-
tions.

atom o [A] ¢ [kcal/mol]
i 2.00 0.05°
1.2° 0.04
1.89 0.05°
1.59 0.08°
1.6"9 0.09°
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The interaction of the peptide with the substrate is modgledcoarse-grained way, i.e., each
peptide atom feels the mean field of the atomic substrataday&he atomic density of these
layers is dependent on the surface characteristics, ti.depiends on the crystal orientation (the
Miller index hkl) of the substrate at the surface. We make the following aptians for setting
up the model: (i) According to the discussion of Si(100) aoef properties in de-ionized water,
the Si(100) surface is considered to be hydrophobic. Thsglmaeffect that it is not favorable for
water molecules to reside between the adsorbed peptiddarsdibstrate. Furthermore, polariza-
tion effects between sidechains and substrate are not texpe@i) Since dangling bonds on the
Si(100) surface are probably saturated by covalent bonbdgdmgen atoms (due to the HF etch-

ing process), we assume that covalent bonds between pepiitisurface atoms are not formed.



Thus, the surface is also considered to be unchatd@i.Si dimers sticking off the substrate are
not considered. This and the hydration effect are expectecetikly screen the peptide from the
substrate. Based on these assumptions, we use a generivalentdennard-Jones approach for
modeling the interaction between peptide atoms and suldigee>5

ESg2) - 2mpS)
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wherepSiK) js the atomic density of the 3il) surface layer. Si has diamond structure and since
we assume the surface to be ideally pla(1°9) ~ 0.068A °. The noncovalent interaction
between the peptide atoms and the Si substrate is paraetkebyzforce-field parametegs; =
VE&&si and g si = 0 + ag;. It thus depends on the energy depthand van der Waals raddg; of

the individual atoms. The parameter values used in the atimouk are listed in Table Table 1.

Monte Carlo computer simulation. For the computer simulations of the hybrid model, a multiple
thread variant of the multicanonical Monte Carlo method, edded into the BONSAIRio-
OrganicNucleation andelf-Assembly atnterfaces) packag¥ was employed.

The canonical partition function at temperatiirean be written as

z— [ dEQE)eEIT, @
Emin

whereg(E) = eXF)/R is the density of states that connects (microcanonicatpppSand energy

E. Therefore, all informations regarding the phase behavidhe system — typically governed
by the competition between entropy and energy — is encodgdEn Consequently, for a de-
tailed global analysis of the phase behavior, a precisdlynated density of states is extremely
helpful. Unfortunately, the density of states covers mamecs of magnitude in the phase transi-
tion regimes, so that its estimation requires the appboatif sophisticated generalized-ensemble

Monte Carlo methods.



Multicanonical sampling' allows the estimation of(E), in principle, within a single sim-
ulation. The idea is to increase the sampling rate of cordtions being little favored in the
free-energy landscape and, finally, to perform a random weadinergy space. This is achieved in
the simplest way by settinj = co and introducing suitable multicanonical weightg,yc{ E) ~

g~%(E) in order to sample conformatioisaccording to a transition probability
w(X — X') = min SEX)-SEX)I/R 1| (5)

whereS(E(X))/R= — InWmucd E(X)) = Ing(E(X)).

The implementation of multicanonical sampling is not gfdiorward as the multicanonical
weightsWinucd E) are obviously unknowa priori. Therefore, starting Witwrﬁ)ca(E) = const, the
weights have to be determined by an iterative proceduré tisetimulticanonical histogramyca

is almost “flat”, i.e., if the estimate for the density of smafter theath run,g(" (E), satisfies

6" (E)Wiiea (E) ~ const (6)
in the desired range of energies. An efficient, error-weadhgstimation method for the multi-
canonical weights is described in detail in R&f.3
Eventually, if Eq. (6) is reasonably satisfied, the multimaical weight&\ e E) = [§ (E)] 2
are then used in a final long production run, where all quastdf interest are measured and stored
in a time-series file. The canonical expectation value of gugntity O at temperaturd is then

obtained from the multicanonical time series of lenigthby reweighting,

M
> O(Xp)e EXV/RTW A E (X))

(0) == , (7)
tzle‘E(X”/RTWn?&ca(E(Xt))

wheret is the multicanonical Monte Carlo “time” step (or sweep).

The exemplified result for the microcanonical entr&fk ) obtained in the simulation for pep-
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Figure 1: Microcanonical entrop$(E)/R = In g(E) (up to an unimportant constant) and multi-
canonical histograrhmyc E) for the peptide sequence S1.

tide sequence S1 (see Manuscript) and the correspondmgstflat multicanonical histogram

hmucafrom the same simulation are plotted in Fig. Figure 1. Thiswahthat the density of states
could be estimated with high accuracy (more than 25 ordemsagnitude) and the flatness of
the multicanonical histogram signals that also the entadlyi strongly suppressed conformations
were sampled with high statistics which is necessary toressy analyze the thermodynamics of
adsorption.

In our simulations, conformational updates included rotet about single dihedral backbone
and sidechain torsion angles, as well as rigid body rotateomd translations. A simulation box
of dimension[50A]® with periodic boundary conditions parallel to the substra@s used. In
perpendicular direction mobility is restricted by the Sbsuate az = 0 and a steric wall at =
Zmax= 50A, where the atoms experience hard-wall repulsion.

We have also performed consistency and validity checkseofrthlticanonical results in inde-

pendent replica-exchange (parallel temperiig? Monte Carlo simulations.

Peptide synthesis

The peptides were synthesized by automated multiple sbbde peptide synthesis (Syro, Multi-

syntech, Bochum, Germany) using the Wang resin to obtain &deeacid (30 mg, resin loading



0.6 mmol/g) and the fluorenyl-9-methoxycarbonyl (Fmtet)/ butyl strategy. Fmoc-amino acids
(tenfold excess) were introduced by double coupling procesl(2x 36 min) using in situ activa-
tion with diisopropylcarbodiimide and 1-hydroxybenzasol. The Fmoc removal was carried out
with 40% piperidine in DMF for 3 min, 20% piperidine for 7 minafinally 40% piperidine for 5
min. The obtained peptides were cleaved by a mixture of tnilacetic acid/thioanisol/thiocresol
(90/5/5, viv) for 3 hours. Afterwards the peptides were jmiéated from ice-cold diethyl ether,
collected by centrifugation and washed four times. Putificaof the peptides was achieved by
preparative high-performance liquid cromatography (HPb€)y RP C-18 column (Waters, 300
x 25 mm, 5um) with a gradient of 20%—-70% B in A (A = 0.1% trifluoroacetiact water; B =
0.08% trifluoroacetic acid in acetonitrile) over 45 min anitba of 15 mL/min. All relevant frac-
tions were collected and further analyzed by electrospraization mass spectrometry (ESI-MS)
on an API 3000 PE Sciex (Canada, Toronto) and by analyticersed-phase HPLC on a Vydac
RP18-column (4.6< 250 mm; 5um / 300,&) using linear gradients of 10-60% B in A over 30

min and a flow rate of 0.6 mL/min. The achieved purity of thetbpwas>95%.

Experiments

Sample preparation. (100)-grown Si substrate pieces with an average surfaeec§ifb x 5)
mn? have been prepared by wafer cleaving (wafers from Kortherkiblz, Germany). Native
oxides and other particles covering the surfaces were redhby etching for 1 min in an am-
monium fluoride solution (87.5% NHF: H,O, 12.5% HF: HO) followed by a water rinse and
distilled water batht® This etch does not attack the cleaned semiconductor sstf§tsubstrates
showed typical hydrophobic properties after etching, Whinadicates a clean Si surface. We have
investigated the clean semiconductor surfaces by atoongefmicroscopy (AFM) to estimate the
cleanness and flatness of the respective surfaces. The mmaxparticle coverage was 0.2%, which
is well below the peptide adhesion coefficients (PAC) disedss the text. After a possible sam-

ple tilt was leveled, the maximum root-mean square (rmsghoess of the clean (100) sample



surfaces was 0.37 nm, while for most samples the roughnessalue was well below 0.30 nm.
These values are typical for freshly etched semiconductdaces. Suitable clean and flat sample
pieces have been exposed to a diluted watery solution oépective peptide within seconds after
etching. The peptide concentration in this Tris-bufferatine (Carl Roth, Karlsruhe, Germany;
pH 7.6) was lug/mL. With the molar mass 1335 g/mol for any of the four pepseéquences, this
equals a solution molarity of 0.75M. At this very low value, no major inter-molecular aggrega-
tion in solution is expected for these short, polar sideérthi@minated peptide®®1’ The dwell
was 2 h. The saline solution in distilled water was used tthemrminimize peptide cluster lump-
ing in solution. Samples have been subsequently exposeddtea rinse and short distilled-water
bath to remove unbound particles. Peptide particles whilktlagpear on the surface after the wash
can be expected to have formed a strong binding to the suwfaea the semiconductor was still

in solution. This sticking to the surface holds for the miyoof clusters16:17

Measurements. After a drying time of 6 h in air, sample surfaces have beenstigated by a
Dimension 3000 AFM in combination with a Nanoscope llla (iagInstruments, now Veeco,
Woodbury NY, U.S.) operating in tapping mode. The AFM prokeswt™ silicon with a 123um
cantilever and a spring constant of 59 N/m driven near itsmasce frequency of 380 kHz. Scan
rates were of the order of 5.0-0.1f/s, depending on the image size of 10—B. Very similar
images have been obtained with other probes (226188 kHz, 45 N/m). PAC values have been
obtained by performing a grain analysis onX%) um? images using the SPIP program (version
1.9223, Image Metrology A/S, Lyngby, Denmark). Images weveled using a first-order plane
fit when necessary to remove a sample tilt. This granted ftingehe minimum detection height
in the grain analysis to 0 nm above the average surface hefgltg allowing each cluster to be
detected. A calibration of these PAC-on-Si values was aelidy relating them to the respective
PAC values on GaAs (100) substrates from the same peptidéasol This ensured errors well
below 0.1 (on the cPAC scale). AFM images in this manuscrgtehbeen prepared with the

Gwyddion 2.10 free software.
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